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Abstract
Static verification is used to ensure the correctness of pro-
grams. While useful in critical applications, the high over-
head associated with writing specifications limits its general
applicability. Similarly, the run-time costs introduced by dy-
namic verification limit its practicality. Gradual verification
validates partially specified code statically where possible
and dynamically where necessary. As a result, software devel-
opers gain granular control over the trade-offs between static
and dynamic verification. This paper contains an end-to-end
presentation of gradual verification in action, with a focus
on applying it to 𝐶0 (a safe subset of C) and implementing
the required dynamic verification.
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1 Motivation
Programs fully annotated with static specifications provide
unmatched correctness guarantees. However, static verifica-
tion tools often require complete and thorough specifications,
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introducing a prohibitive overhead for modern software. Dy-
namic verification tools largely eliminate this burden at the
cost of performance, and are limited in their guarantees.
Gradual verification creates a smooth spectrum of pro-

gram specification between static and dynamic verification.
Specifically, it enables static specifications to be developed
incrementally, allowing the behavior of unspecified compo-
nents to be verified dynamically. However, previous work on
gradual verification [11] has not implemented the dynamic
portion of the system, nor support for a language capable of
using it.

2 Introduction
While static verification requires extensive specifications
to prove programs correct, gradual verification allows non-
contradictory strengthening of incomplete specifications to
complete proofs. In order to preserve soundness when this
occurs, a gradual verifier emits executable checks which
ensure a program behaves according to its specifications at
run time.
Our work on gradual verification follows from previous

work on verification in the context of gradual typing. Bader
et al. [3] developed a verification system for simple arith-
metic specifications by building on the Abstracting Gradual
Typing [5] technique. Wise et al. [9] advanced this system
to support reasoning about memory and complex data struc-
tures. More recently, Zhang and Gorenburg [11] extended
the Viper verification toolchain [6] to support static discharg-
ing of imprecise specifications. We have further extended
their work to emit the necessary dynamic checks, ensuring
soundness in the presence of imprecision. Additionally, we
have implemented a𝐶0 [1] frontend for Gradual Viper which
extends the𝐶0 compilation pipeline to support gradual verifi-
cation. The next section describes the generation of dynamic
checks and the novel technical challenges that we overcame
to implement end-to-end support for gradual verification.
The 𝐶0 language is a safe subset of C tailored for teach-

ing and academic use. Its small surface area simplifies the
implementation of a new verification system. Additionally,
the familiarity of 𝐶0 users with its existing support for (dy-
namically verified) specifications allow us to more readily
compare the efficacy of gradual verification to that of other
methods in the future.
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Figure 1. Gradual 𝐶0 program verification pipeline

3 Approach
The pipeline for our gradual verification toolchain is sum-
marized in Figure 1. An example 𝐶0 program implementing
logic for a bank account is shown in Figure 2. The monthEnd
method uses the withdraw method to remove 5 units from
the account when its balance is less than or equal to 100.
Gradual specifications partially define the behavior of both
monthEnd and withdraw. For example, the account balance
must be a positive value for a call to withdraw to be valid.
The postcondition of withdraw is unspecified as indicated
by ?. A ? in the specifications indicates imprecision, allowing
the verifier to optimistically assume information, such as
access to the balance field, where necessary.

void monthEnd(Account *account)
/*@ requires ? && account->balance >= 0; @*/
/*@ ensures ? && account->balance >= 0; @*/ {
if (account->balance <= 100)
withdraw(account, 5);

}

void withdraw(Account *account, int amount)
/*@ requires acc(account->balance) &&

account->balance >= 0; @*/
/*@ ensures ?; @*/ {
...

}

Figure 2. Use of gradual verification in a 𝐶0 program

The 𝐶0 program is converted to an intermediate represen-
tation (IR), that targets both 𝐶0 source output and Viper’s
intermediate language, Silver. Translation to Silver has been
previously implemented for Go [10], Python [4], and Rust [2],
among others. For gradual verification, however, we need to
both convert the semantics of the𝐶0 program into Silver and
insert verifier-provided dynamic checks into the program
before compilation.
Intermediate values (such as complex expressions in a

method call’s arguments) may need to be verified at run time,
and previous values may need to be examined to determine if
a check is necessary at run time. To meet these requirements,
the𝐶0 program’s IR is transformed to remove re-assignments,
similar to single-static-assignment (SSA) transformations.

Following this transformation, the IR is translated into
Silver, which is further translated into a logical formula rep-
resentation used by Silicon [7], the verification engine for
Viper. During optimistic static verification, the verifier gen-
erates run-time checks wherever an optimistic assumption
takes place. Where possible, checks are avoided using static
information. Further, some checks are only required for spe-
cific execution paths through the program; path information
is attached to these checks. All checks are emitted to the
frontend, which translates and injects them into the 𝐶0 IR.

if (previous_account_balance <= 100)
assert(account->balance >= 0);

Figure 3. An example branch-dependent run-time check

Figure 3 shows a simple dynamic check. The withdraw
call in Figure 2 elicits this check before the termination of
monthEnd in order to ensure a valid account balance, but
only for the path denoted by the conditional branch.
Wise et al. [9] extended gradual verification to support

heap-allocated data structures using implicit dynamic frames
(IDF) [8]. In addition, Viper uses IDF in its implementation of
static verification. IDF imposes constraints on the accessibil-
ity of fields in heap-allocated data structures. Since gradual
verification may require dynamic verification of specifica-
tions, gradual verification using IDF must verify field accessi-
bility at run time. To implement this, an additional argument
is added to each method. This argument is used to specify the
fields accessible by the method. When calling a fully speci-
fied method, the caller passes only the permissions specified
in the callee’s preconditions. However, for gradually spec-
ified methods, all of the caller’s permissions are passed. A
dynamic check for field access asserts that this set contains
a tuple of the field and its parent struct reference. This al-
lows the side-effects of fully specified methods to be known
during static verification even if they call gradually specified
methods where side-effects are not specified.

4 Conclusion
In the process of extending existing verification tools to im-
plement a full gradual verification system, we encountered
additional challenges such as the addition of run-time checks
and dynamic verification of side-effects using IDF. This im-
plementation has limited applicability due to the restrictions
of 𝐶0 , but lays the groundwork for future applications in
more widely used languages. Moreover, it represents the
first toolchain that allows the use and benefits of gradual
verification to be evaluated in practice.
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